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By programming the knowledge

bases and problem-solving tech-

niques of human experts, researchers in artificial intelligence have

created computer systems that may outperform the experts

ROBIN WEBSTER

down in response to a failure somewhere in

its maze of electrical and mechanical sys-
tems. Is the problem minor or serious? Time and
money are at stake while the oil company waits
to find out.

In the United States a geologist looks at the
data from field studies of a particular site. Is it
rich enough in minerals to warrant excavation?

Typically such problems would be handled by
human experts, because they involve decision-
making. But now these decisions can be tackled
successfully by a new type of computer program
called an expert system.

Expert systems are unlike conventional pro-
grams for number-crunching computers; they
are the first systems designed to help humans
solve complex problems in a commonsense way.
They are being applied not only in the fields of
oil exploration and geology but also in medicine,
chemistry, genetic engineering and business,
and they will eventually provide advice in the
home. Soon you will be able to buy expert pro-
grams for your home computer that will help
you to fill out tax forms, to plan investments or
to diagnose {and perhaps repair} what is wrong
with your car.

Until recently computers have been useful
mainly in areas where human capabilities are
limited. Large computers excel in high-speed
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calculating and in storing and retrieving enor-
mous amounts of data. The computers run algo-
rithmic programs—completely defined, step-by-
step procedures for solving problems.

However, such exact computations can solve
only a fraction of human problems. The chal-
lenge is to devise machines that are capable of
“thinking,” or at least of emulating the way
humans employ past experience to solve new
problems.

Expert systems are unique in that they can
draw conclusions from a store of task-specific
knowledge. They are called knowledge-based ex-
pert systems because they contain the same
kind of rules used by human experts when they
make decisions in their field of expertise. Expert
systems encode knowledge in a symbolic form;
they can be said to handle symbols. These sys-
tems draw conclusions principally through logi-
cal or plausible inference, not by calculation.

The most significant thing about an expert
system is that it can display on request its line of
reasoning in a human-language form. This qual-
ity is called “transparency,” as opposed to the
opaque, or black-box, quality of an algorithmic
computer program.

Expert systems are not locked into any specif-
ic decision path; they can pick from altemative
paths in their search for a conclusion. They can
weigh facts and assumptions and in a sense
make choices appropriate for each problem pre-
sented to them.
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Scottish computer
scientist

Donald Michie is
" apioneerin
expert systems.

Codified Reasoning

What has surprised the experts and computer
scientists who have developed expert systems is
how much of an expert’s judgment and “gut feel-
ing” can be codified. “If you ask a doctor or a ge-
ologist about his reasoning,” says John G.
Gaschnig, who heads an expert system project at
SRI International, “he will tell you it is based on

‘years of experience.’” Now if we can capture

those rules of thumb on paper along with his
textbook knowledge, then we can get a comput-
er to do the same thing.”

Another role for expert systems will be in
helping to explain and to service advanced com-
puter systems and other machines that are be-
coming too complicated for most humans to
work with directly. “By the end of this decade,”

8 says Thomas T. Kehler, manager of knowledge-

based systems at Texas Instruments, “a comput-
er system will typically have a million compo-
nents. How can we possibly design these sys-
tems, let alone run and maintain them, without
expert systems to help?”

Transparent Reasoning

Randall Davis of the Massachusetts Institute of
Technology describes the need for transparent
systems, which will display their line of reason-
ing on request: “What would you do if a program
printed out an enormously long formula in an-
swer to a question about how to build a bridge?
Would you go ahead and build the bridge and
then drive over it—would you accept it as a
black-box result? You'd rather not, I'd rather
not. I'd rather be able to ask the system, ‘How do
you know that? Where did that piece of informa-
tion come from?’ ‘ ‘

#Also, imagine the problems you have when a
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How an Expert System

standard software system fails. Instead of poring
over long printouts or probing the machine’s
memory, you can go to the terminal and ask,
"What happened, why did you do that?’ Imagine
how much easier it is to debug a system that has
some ability to backtrack, to recapitulate its ac-
tion for you.”

Expert systems are designed to display infor-
mation from their knowledge base in human-
language form and to indicate their line of rea-
soning in arriving at a conclusion. “The key
thing about expert systems,” says Donald Mich-
ie of the University of Edinburgh, “is that they
not only provide accurate answers but also justi-
fy their answers in terms that make sense to the
human user.” ‘

Japan's KIP Computer

Interest in expert systems is worldwide. Work is
being done in Europe, the Soviet Union, Japan
and the United States. Most of the advanced re-
search is going on at a few major research cen-
ters in the United States. Especially noteworthy
is Japan’s Fifth-Generation Computer Develop-
ment Project, in which a knowledge-informa-
tion-processing {KIP} computer is being de-
signed. The Japanese may design the computers
with non—von Neumann architectures. KIP-

‘based application systems are expected to han-

dle many forms of input: speech, handwritten
characters, video images and printed text. Most
significant, the systems will be able to extract
meaning from the information they are given,
answer user questions and offer advice that may
lead to solutions. The Japanese are said to be
investing at least half a billion dollars in re-
search and development for the fifth-generation
machines. ' '-
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For decades artificial intelli-
gence was the province of
theoreticians and experimental
programmers working almost un-
noticed in the back rooms of aca-
demia. At first research in artifi-
cial intelligence sought a univer-
sal technique—a philosopher’s
stone—to conquer problem-solv-
ing. Called the weak-methods ap-
proach, it has to a large extent
been abandoned.

Current research is directed at
developing high-performance
problem-solving programs for spe-
cific tasks. Formerly, Al had little

to offer industry. Now industry is
suddenly fascinated with expert
systems. As Peter E. Hart of Fair-
child Camera and Instruments
Corporation observes: “It has tak-
en Al 25 years to become an over-
night success.”

A prerequisite for building and
maintaining an expert system is
an expert—a point that is often
overlooked. The success of an ex-
pert system depends on whether
it captures not only textbook
knowledge but also what have
come to be known as the heuris-
tics of the human expert—intu-

ition, informal rules, experiential
knowledge. All of this informa-
tion makes up the knowledge
base of the system. i
The effectiveness of any expert
system is actually determine by

the quality of its knowledge Waée:_

its’ completeness, usefulness! and-

validity. The task of codifying the
expert’s judgments is € led
knowledg: engineering. A knpwl-
edge engineer must understand
the expert’s field to some extent,
debrief him, translate his infor-
mal rules into IF-THEN rules and
eventually formalize those rules
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and his textbook knowledge into
a computer program.

Knowledge engineering calls for
a great deal of cooperation from
the expert, and there is evidence
that in turmn his own expertise and
understanding are enhanced by
the process. A good example is the
Prospector economic-geology pro-
gram, which was developed at SRI
International.

John G. Gaschnig, who heads
the Prospector team, remarks that
making an expert system is an ex-
ercise in the codification of a sci-
ence. “Every geologist has com-
mented on what a stimulating ex-
perience it was for him. We
question the expert on all the rel-
evant factors about his subject.
We press him beyond where he is
normally pressed by a client, and
the process is often exhausting.
One man said it made his head

hurt, but all agreed that it has
made them understand their own
subject better, made them better
experts.”’

Another Prospector member
Rene Reboh of SR, has developed
a program called the knowledge-
acquisition system {(KAS). It is the
means by which new knowledge
is acquired and built into existing
models or new models are created
for Prospector.

Reboh describes it:- “KAS

‘makes it a lot easier to enter new

models into Prospector, to change
them around, to run them, to try
out new things. When [ first de-
veloped the program, I was pleas-
antly surprised. KAS knows the
consequences of adding rules. It
watches over you while you are
building the system. It keeps tabs
like a bookkeeper. You can ask if
there is any unfinished business,

and it will tell you what informa-
tion it needs. KAS could be adapt-
ed for use with other systems, but
as of now it knows most about
Prospector.”

Other similar tools are the
EMycin, RLL and Age systems in
use at Stanford University, the
Rosie system at Rand Corporation
and the Expert system at Rutgers
University. ‘

To emulate human thinking a
machine intelligence must be flex-
ible and expandable. These are two
hallmarks of expert systems. They
can be expanded by the addition of
new rules, and corrections to the
knowledge base can be made and
immediately assimilated. In this
way an expert system continues to
build up its knowledge base by add-
ing new information incremental-
ly. Thus the expert system is not
static; it can be said to “learn.”
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Is It an
Albatross or
a Zebra?

This inference
network devised by
Richard O. Duda and
John G. Gaschnig

is based on only 15
rules. The program
identifies an
unknown animal by
starting with the
hypothesis ““animal
is albatross’ and
then asking ques-
tions and making
deductions.
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ne could imagine some use

for expert systems in just
about any sphere of business, en-
gineering or research. Although it
is still early to quantify the poten-
tial market for expert systems, in-
dustry is clearly discovering how

valuable they. can be in solving

important problems. Take the
case of Digital Equipment Corpo-
ration {DEC), a leading manufac-
turer of computer systems. Ac-
cording to John McDermott, a
computer scientist at Carnegie-
Mellon University, “The com-
pany has an a la carte business,
and so each VAX-1! system or-
dered has a good chance of being
unique.” This marketing ap-
proach is profitable but trouble-
some. “Something like 20 percent
of shipments had configuration
problems, and to compensate for
this the company tended to over-
supply equipment.” After three
efforts using conventional com-
puter methods, DEC tried an ex-
pert systems approach, almost as
a last resort. It paid off.

Called R1, the system was de-
veloped by a group at Camnegie-
Mellon, headed by McDermott. It
is 90 percent accurate—more ac-

John McDermott heads a group that
bas developed expert systems for
Digital Equipment Corporation.

curate than a human expert.

DEC now has a 15-man team
figuring out where expert system
techniques can be applied next.
“In fact, we're helping DEC build
a fairly major extension to R1
called XSEL,” explains McDer-
mott. “XSEL is a salesperson’s as-
sistant that will help our staff to
identify the best type of DEC sys-
tem for a customer. Future plans
include developing a third system
that will help manage the assem-
bly and distribution of systems. "’

International Business Ma-
chines Corporation has set up ex-

produces diagrams for technician

s to follow in assembling

~oh mnetamized VAX-11 computer ordered from Digital Equipment Corp.

Pert systems projects to consider
ways of making computer sys-
tems more reliable and easier to
use. Several other big companies,
including Xerox, Hewlett Packard
and Texas Instruments, are work-
ing closely with research labora-
tories at universities such as MIT,
Stanford and Carnegie-Mellon.

Schlumberger, the giant oil-
field-services firm based in New
York and Paris, offers a typical ex-
ample of how knowledge-based
computing has taken hold. “It’s
amazing how much expert geolo-
gists can tell you about what has
occurred over millions of years at
a particular site,” says David R.
Barstow, a computer scientist at
Schlumberger. “This is an expert
skill in oil exploration that needs
to be captured in a system, and it
was our first interest in AL"”

Schlumberger is now applying
expert systems in the develop-
ment of software—for example, in
solving the tricky problem of up-
dating programs written in lan-
guages such as Fortran. “It is a
question of obtaining knowledge
about programming,” says Bar-
stow. “Can the expertise of hu-
man programmers be written
down in rules that a system can
use? It is important that we record
the original design decisions. In
our case, the changeability of soft-
ware is a major issue. Most of it is
based in empirically derived mod-
els and is subject to change all the
time. As our understanding of the
domain increases, the software
has to change—we would build
expert systems to facilitate that
change.”

As to the immediate payoff po-
tential of expert systems, it
should be noted that the Prospec-
tor team at SRI has made its first
bona fide prediction—the location
of an ore-body deposit in Wash-
ington State. John G. Gaschnig,
head of the team, speculates: “It
may be the first case of a min-
eral deposit discovered by com-
puter.” Events such as these will
make awareness of expert sys-
tems widespread.
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AREA OF APPLICATION - NAME OF SYSTEM

. J.McDemmott - =7.%" - - Determines whether the set of components another .75
(Camegue-Meuon) " system consists ofis oomplete. determmes relations - <

Dennott y An extension to R1. Assists salespeople in selecting
- (Camegie-Mellon) : 2, appropriate computer systems, . 3suse

*’C.Green -7 .7 1 :- Automatic implementation of programsspectﬁedmrough
(Kestrel lnsmute) natural-language dialogue. ..

E. Kant ' Efficiency-anal uscomponentofPSI system

(Camegle-MeHon) o ncy fys

- D. R. Barstow - KnoMedge-basedprogramsynmesuertorPSlsystem

(Sdtk.lrnberger) B ']d'
Education =~ b il " A computer-gided instruction program that teaches the - uiiding
&» - : (Stanf ) T studentof useecrh by Ic:l,u;mng and oorrectmg hts answers to a Knowledge
£ : . senes N que: . EL e PRT Bases
Eng (Jomt prqect of Stanford Diagnostic-assistance reference tool. Used in field :
',,» H P.P. and IBM) N engweenng Investigates the use of expert systems to aid F‘f” a d"e;mry
g - RN, diagnosis of computer-system faults, . gc;f:::fc
| SN Lo e '’
o R Reboh Lo Knowledge-acquisition system. Computerusesextstt 72.
b (SR) Lo systemstodeogsgnomersystems L "g see page
‘é . ', ‘FJRSS BEenm]att * Structural an‘adlysus consg}lt:nb;s;ikssasts’yssguctural f‘ Y
| . elmore .~ engineers in identifying ana strategy or
e (Stmfo:gHPP) - eachproblem. . :
,:]' .
L

lét K ;ln ba . AR Idenhﬁes an?feva]uates rnovmg objects (locehon
6. eigenbaum . veocny etc.) from pnmary-sog :
F (StanfordgHPP) B
Faul 22D, Michie -~ =it G A 1orm in which diagnostic experts can encode their ~.'*
fe ~{University of - -+ . knowledge of a specific domain, thus generatinga - .~ -
f&_ . ﬂ : o == Edinburgh) ' system able to exercise knowledge on their behalf. -
E;eology PROSPECTOR  P.E. Hart . - - A geological consultant that evaluates sites for potential
5 .- - R.0O.Duda - mineral deposits. Based on CBC (computer-based
t (SRI) . - consultant), a system that diagnoses electromechanlca!
¥ . . A . * equipment.
Ei - ‘DIPMETER "~ {Schlumberger) " " A system for analyzmg information from oil-well logs
K- ADVISOR o based on production-system paradigms. :
i(nowtedge AGE “H.P.Ni > “Atempt to generalize.” Guides the buildmg of expert
Engineering - N. Aiello systems Used in bulldlng PUFF
_ : ST (StanfordHPP) SRR
£ . EMYCIN + W. Van Melle T 'Arule-basedconsultantthatcanbeusedlnmanyﬁelds
- - ' (Stanford H.P. P) . Derived from MYCIN.
S RLL _'R. Greiner .. _ P12 Representation-language Ianguage A too! for buxldmg
e : " D.B. Lenat it expert systems quickly. Anexpertsystemwhose
§ o el (Stanford H. P P) P expertise is knowledge representation. s :
o "7 TEIRESIAS  °- 'R.Davis . Transfers knowledge from a human expento a8 system
LRT . - ’ (dev at Stanford H P P) - and guides the acquisition of new inference rules.
Medicine - CADUCEUS _.J.D. Myers Diagnostic consultant program for different problems in
i . i H. E. Pople intemal medicine. Formerly known as INTERNIST
Foooe s ] C.lt+ 7 (University of Pittsburgh)
Lo MYCIN - E. H. Shortliffe . Diagnoses bactenal Infchons and prescnbes treatment
| =TEN " (Stanford H.P.P.) |
b ONCOCIN - E. H. Shortliffs ‘Designed to assist physicians treating cancer patients.
B . IS (Stanford H.P.P.) Guides management of complex drug regimens.
¢ s L
> L -, PUFF -.J. C. Kunz L Analyzes pauent data to |den posslble v dnsorders
? EREE T - (Stanford HP.P)  “Ton- hfy "

Tooes oo RXO R. L Bum Tl :_-‘,Helpsguldestaﬂsticalana!ysnsofchromc—disease -
E v e - (Stanford HP.P) P panentswhosedatabaseshavebeento!lowed foralong
‘),\,:A};'-_ Ty on e SR VR ;'..'~Z‘$ R
v VM . -LMFagan & 0o Ventllatormanegemem i transfers from
E’ ) . (Stanfo:g HPP) o g:nents to help guide the phys‘ ’ getermmmg when
L o . " %0 take a patient off the ventilator, :
$clence "META-DENDRAL B.G.Buchanan - l-Usesmass»spectometrydataminducerulesabomme
E. s .. _ v(StanfordHPP)_ - - behavior of fragmented molecules. - <.
s J = “Helps geneticists plan expenments hvoMng structm‘al
E;\\ analysigs synmesla ot DNA 5.
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"['he development of expert sys-
tems began at Stanford Uni-

versity in 1965, under the direc-
tion of Joshua Lederberg, Edward
A. Feigenbaum and Bruce G. Bu-
chanan. The first system, called
Dendral, was not originally for-
mulated as a knowledge-based
system. The expert approach re-
sulted from the failure of conven-
tional computer methods in solv-
ing a formidable problem. The
goal was to aid organic chemists
in determining the molecular
structure of compounds. Conven-
tional methods had become so

z Edward H. Shortliffe, a physician
gand computer scientist. It was a
% collaborative endeavor between
3 the Stanford Medical School and
‘é‘thc Heuristic Programming Proj-
Sect, also at Stanford. Meningitis
£is a disease particularly suited for
¥ expert system application. Quick
g diagnosis and treatment can save
©a patient from brain damage or
death.

Mycin: A Case Study

Mycin was originally developed
to aid physicians during the criti-
cal 24- to 48-hour period when

complex that the designers decid-
ed to try an approach now known
as a knowledge-based system, us-
ing rules in the IF-THEN, or situation-action, form.

Today Dendral is used all over the world, especial-
ly by chemical companies. {Dow, Lederle and Merck
were among the first businesses to show an active
interest in expert systems.) Dendral has led to an-
other program, called Meta-Dendral, which actually
discovers new rules about the behavior of fragment-
ed molecules. Meta-Dendral intrigued scientists be-
cause the induction of rules from data is basically a
kind of theory formation. It particularly interested
expert systems researchers, since any form of auto-
matic rule-building reduces the time involved in
knowledge engineering.

Another expert system, Mycin, diagnoses menin-
gitis and other bacterial infections in the blood and
prescribes treatment as well. Mycin was developed
at the Stanford Medical School in the mid-1970s by

o .
ARSI o 5063 . -

Edward A. Feigenbaum, a founder of Stanford’s expert systems project.

Dendral program generates possible
structures for the chemical uvidin A; ac-
tual structure is No. 50.

much of the decision-making is
imprecise because all the rel-
evant information is not yet at
hand. The program’s record of correct diagnoses and
prescribed treatments for meningitis and bacteremia
has equaled the performance of human experts.

In a typical session the physician holds an interac-
tive dialogue with Mycin about a particular patient
(see box). He provides information and responds to
questions generated by the program. The Mycin
knowledge base comprises 500 rules in the IF-THEN
form. A degree of certainty on a scale of 0 to 1 is
supplied by experts to measure the importance of an
association expressed in a rule. A user requesting a
consultation can also apply a degree of certainty to
qualify the answer. When the situation parts of the
rules are satisfied, the action parts are “fired,” or the
conclusions of the rules are recorded.

Mycin examines evidence for and against approxi-
mately 100 diagnoses. The final output is a list of

mu possible diagnoses above a suitable
g threshold of certainty. Mycin can
;%42 take into account that adequate
242 therapy must treat all likely infect-
2 ing organisms and that at the same
time it should not prescribe unnec-
essary drugs, such as antibiotics that
could increase the possibility of tox-
ic reactions or encourage the emer-
gence of drug-resistant microbes.

Because physicians have the final
responsibility for treatment, trans-
parency in the system is essential.
By typing RULE the user obtains a
human-language explanation of the
last rule executed. Typing WHY
triggers a back-trace of the inference
process that fired the system’s last
question. The number of the last
rule is also given in case the user
wishes to retrieve it. Repeated use of

SIANFORD UNIVE
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NAME Y4 4 sex RACE
1) ®*e  JOHN DOE 3¢ NALE CAUCASIAN
23) ART THERE ANY POSITIVE CULTURES OBTAINED FROM JOHN DOL? .
es N0 L .
3) ART THERE ANY PENDING CULTURES Or JOHMN DOE?
e YIS

sltE DATE STAIN suLTMOD OF

COLLECTED EXAMINED? 1COLLECTION
st (URINE, SPUTHNM OWLY)
4) ee Q3T 30 JAN 77 YES

STAIN OF SMEAR MORPM

{TYPE NONE IF NO ORGANISM WAS SEEN ON THE SMEAR}
S) ee NONE
[ND OTHER PENDING CULTURES,)

[CONSIDERING ORGANISMS (OTHER THAN THOSE ISOLATED FROM CULTURES) WHICH MIGCHTY AL PRESENT, )

$3) HAS JOHN DOE RECENTLY HAD SYMPTOMS OF PLRSISTINT HEZADACHE OR OTHER ABNORMAL
MEUROLOGIC SYMPTOMS (DIZZINESS, LETHARGY,; ETC,)?
ee YL

$4) NAg JOHN DOE RECENTLY HAD OBJECTIVE EVIDENCE OF ABNORMAL NZUROLOGIC 8IGNS
C(NUCKAL RIGIDITY, COMA, SEIZURES, ETC,) DOCUMENTED BY PHYSICIAN
YOBAE!VA$ION OR EXAMINATION?

o IL§

THE CSF CULTURES WILL BE CONBSIDERED TO BE ASSOCIATED WITH NENINGITIS
§5) PLUASE GIVE THE DATE ON WHICH CLINICAL EVIDENCE (SYNPTOMS, S1GNS, OR
LABORATORY TESTS) OF NENINGITIS FIRST APPEARED,

PLEZASE ENTER C3F FINDINGS N THE FOLLOWING TABLE

cer PERCENT PROTEIN csr PERIPHERAL
wWBC PNN cLucose GLyucost
100 ” %0 $ UNKNOWN

2)) oo

34) 18 MENINGITIS A HOSPITALeACGUIRED INPECTION?
o9 WHY

12,0} THIS WILL AID IN DCTERMINING THL ORGANISMS (OTHER THAN THOSE SEELN ON cULTURES OR
SHEARS) WHICH NIGHT BE CAUSING THE INFECTION, IT HAS ALREADY BEEN ESTABLISHED THAY
[2,1) THE INFECTION WHICH REQUIRES THERAPY 18 MENINGITIS, AND
$2,2] ORGANISMS WERE NOT SEEN OK TNL STAIN OF THC PENDING Csr cuLtyuRz, AND
12,31 THE TYPE OF THE INFECTION I8 BACTERIAL, AND
(2,4) NELUROSURGERY I8 NOT ONEZ OF THE RELEVANT ITEMS FROM THEL
HISTORY NF JOHN DOE, AND
(2,5) THE AGE OF JOHN DOE IS GREATER THAN 10 DAYS
THERLFORE, IF
. §2,6) THE INPECTION WAS ACOUIRED WHILE THE PATIENT WAS HOSPITALIZED
THIN THMERE IS EVIDENCE THAT THE ORGANIEMS (OTHER THAN THOSE
SLIN ON CULTURES OR BMEARS) WHICK MIGHT BE CAUSING THE
INFECTION ARE E, COLI ( 75) STAPHYLOCOCCUS®COAG=POS ( 3)
PSEUDOMONAS=AELRUGINOSA ( 3) KLEBSIZLLA-PNEZUMONIAZ ( S)

{BACK TO QUESTION 34,,,)
ee YIS

MY THERAPY RECOMMENDATIONS WILL BE DESIGNED TO TREAT FOR ORGANISHS
THAT EITHER ARE YERY LIKELY OR, ALTHOUGH LESS LIKELY, WOULD HAVE A SIGNIFICANT
EFFTCT ON THERAPY SELECTION IF THEY WERE PRESENT, IT I8 IMPORTANT TQ COVER
FOR THY FOLLOWING PROBABLE INFECTIONS(S) AND ASSOCIATED ORGANISN(S),

INPECTION=] Y§ MENINGITIS

€., COLI (FROM CLINICAL EVIDENCE ONLY}

PSEUDOMONAS=AERUGINDSA [FROM CLINICAL EVIDENCE DNLY}
KLEBSIELLA-PNEUMONIAE ([FROM CLINICAL EVIDENCE ONLY)
DIPLOCOCCUS=PNEUMONIAE (FROM CLINICAL EVIDERCE ONLY)

¢ CITEM=1>
* CITEM=2>
* <ITENe)>
T e CITEM=4>
40) DOES JOHN DOL HAWE A CLINICALLY SIGNIFICANT ALLERGIC REACTION TO ANY ANTINICROBIAL AGENT?
ee NO
(CONSIDERING AMPICILLIN=ANDeGENTAMICIN FOR USE AGAINST INFECTIONel,,,])
41) DO YOU HAYE REASON TO SUSPECT THAT JONN DOL MAY HAVE IMPAIRED RENAL FUNCTION?
oo NQ

42) JOMN DOE'S WEIGHT IN KILOGRAMS (OR <NUMBER> POUNDS)
e 70

CRECe1) MY PREFERRED THERAPY RECOMMENDATION I8 AS FOLLOWSg
IN ORDER TO COVER FNR ITEMS <1 2 ) 4>
. GIVE THE FOLLOWING IN COMRINATIONG
- 1) AMPICILLIN
DOSES 3,5 G (28,0 ML) Q4H IV (CALCULATED ON BASIS OF 30 XG/KG)

2) GENTAMICIN
DOSEy 119 MG (1,0 ML, 80 MG/2 ML AMPULE) QW IV {CALCULATED ON
- . BABIS OF 1,7 MG/KG) PLUS COMSIDER GIVING S MG Q24M
INTRATHECAL
COMMENTSE MONITOR SERUM CONCENTRATIONS

SINCE KIGK CONCINTRATIONS OF PENICILLINS CAN INACTIVATE ANINOGLYCOSTOES,
DO NOT MIX THESL TWO ANTIBIOTICS IN THK SAME IV BOTILE,

0O 0O 0O o OO O OO 0O OO OO OO0 O 0O OO0 0O 0O 0O 0 0 0o o0 o o o o o o o
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Eaves-

dropping
on a Mycin
Consultation

By typing a WHY
question a physi-
cian consulting
Mycin triggers the
Teiresias program,
which leads the
user through the
line of reasoning
that produced
Mycin’s diagnosis.
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The expert system Prospector predicts the location of cop-
per deposits based on early exploration data such as those
shown in the geological map of a site in British Columbia
(top). In response to Prospector’s questions the user draws
contours and fault lines on a digitizing tablet; the result is
displayed on Prospector’s screen {middle). Prospector then
displays in orange or pink the areas that have the highest
probability of containing ore. The outline of the actual
copper deposit found after drilling is superposed on the
prediction {bottom). Recently Prospector accurately pre-
dicted the location of a molybdenum deposit in the Mount
Tolman area of Washington State.

these commands activates further back-tracing.

The importance of this capacity for explanation is
described by Feigenbaum: “The intelligent agent
viewpoint seems to us to demand that the agent be
able to explain its activity; otherwise, the question
arises of who is in control of the agent’s activity. The
issue is not academic or philosophical. It is an engi-
neering issue that has arisen in medical and military
applications of intelligent agents and will govern fu-
ture acceptance of Al work in application areas.”

Mycin, like Dendral, has already provided impor-
tant tools for building future systems. One reason is
that Mycin’s proved mechanism for making infer-
ences, called EMycin, can be used to create knowl-
edge bases in other domains. The best example of
this is Puff, an EMycin-driven lung-disease-diagnosis
program that merely needed a set of rules about pul-
monary functions in place of the Mycin knowledge
base. Puff is a Mycin-like interactive system that
ponders complex patient data in order to identify one
of three lung disorders. Puff is in routine clinical use.
Starting with about 55 rules, it was built in fewer
than 50 hours of interaction with experts and 10
man weeks put in by the knowledge engineers—far
less time than the usual two to 10 years required to
build an expert system. The reason is that every-
thing but the lung-disease knowledge of Puff is My-
cin: the form of knowledge representation, the
method of reasoning, the user interface, and so on.

A second offshoot of Mycin is Sacon, a basically
EMycin-implemented system that uses rules from
the field of structural engineering to provide advice
about using a large engineering software system. An-
other is Guidon, a computer-aided instruction pro-
gram that tutors students in a domain for which a
program has been written for EMycin. Guidon has
two separate knowledge bases: one consists of 200
rules about tutoring, the other of rules about a sub-
ject such as the field of infectious diseases. The sys-
tem teaches the student user by eliciting and cor-
recting his answers to a series of technical questions.

Also adaptable to other domains is Teiresias, a
knowledge-acquisition program developed at Stan-
ford by Randall Davis, who is now at MIT, to im-
prove the Mycin knowledge base. When HOW and
WHY are typed during consultations with Mycin, it
is Teiresias that leads the physician user systemati-
cally through the line of reasoning that produced the
computer’s diagnosis. Conversely, Teiresias aids the
‘physician in correcting or enhancing the knowledge
base with new information, which the user simply
types into the system. Teiresias maintains a record
of Mycin’s search tree for this purpose.

Prospector: A Case Study
The development of the Prospector expert system for
geologists began in 1976 at SRI International in
Menlo Park, California. The aim was to create a
computer program that could serve as a consultant
"in the exploration for different types of ore deposits,
such as porphyry copper, nickel sulfide and uranium.
John G. Gaschnig, who currently leads the Pros-
pector project at SRI, says that the system offers a
special challenge. “My interest is in assessing how
TECHNOLOGY?2
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in expert systems, the venturesome capital-
ists of California’s Silicon Valley have begun to
launch new companies that specialize in hard in-
formation about the new field as well as in the re-
quired software and design aids. The entrepre-
neurs include Edward A. Feigenbaum of Stan-
ford’s computer science department, who has
joined his colleague Bruce G. Buchanan in start-
ing Teknowledge, Inc., a company that sells not
only sophisticated software but also training for
industry in how to apply expert systems.
Many companies have already placed employ-
ees in Teknowledge training courses, which cost
$2,250 for one week and range up to $38,000 with

Bruce G. Buchanan of Teknowledge explains company’s systems.

o meet the growing interest in Al, particularly

© BARON WOLMAN

a $10,000 computer fee for a six-month course.
Lee Hecht, president of the company, expects cli-
ent employees who have computer programming
experience to be able to return to their companies
after six months and begin to build expert sys-
tems. After six months of instruction they will be
able to use tools for building expert systems based
on the EMycin and Age programs.

To promote the new company, and to help
meet the growing need in industry for expert sys-
tems, Teknowledge is also offering one-day busi-
ness-executive seminars throughout the United
States. For more information write Dina Barr,
Teknowledge, Inc., 151 University Ave., Palo
Alto, CA 94301.

expert an expert system is,’ says Gaschnig. “How
are human experts measured? If you play chess,
you've got a number or ranking, but if you're a geolo-
gist or doctor, there aren’t any commonly used yard-
sticks. We are taking several approaches with Pros-
pector. In one we measure a particular ore model
against the geologist who designed it—and if we can
get the system to emulate the expert, we are happy.”
In a number of test cases geologists completed ques-
tionnaires about the value of a target area; the same
data were fed to Prospector, which evaluated the cer-
tainty of the data on a scale of —~5to +5.

“We then make a detailed comparison between
the human expert and the system,” says Gaschnig.
“We need to know not only if they agree but if they
agree for the same reasons.” Called knowledge de-
bugging, this technique eziables researchers to build
an expert system incrementally, to make it more ex-
pert with time. “On the average,” Gaschnig reports,
“Prospector is accurate to within 7 percent of the ex-
perts, which I would say is pretty good.”
JANUARY/FEBRUARY 1982

One major advantage Prospector may offer over
human experts is cost. A first-rate geological con-
sultant might charge hundreds of dollars per day—
and is well worth it, considering the potential payoff
for the company that hires him. Yet at current com-
mercial computer rates a typical consultation with
Prospector costs only $10 to $15. When expert sys-
tem programs become widely available for micro-
computers, the price of a consultation will fall.

At this early stage, when programs such as Mycin
and Prospector are still being developed, it is not
clear what the cost of producing expert systems
commercially will be. One simple measure of the
business possibilities is the cost of hiring human ex-
perts to solve urgent problems. If it costs much less
to create an expert system and maintain it than it
does to consult an expert in person—as it most like-
ly will—then the business potential is there.

Allin al], the proved accuracy and expected econo-
my of expert systems make it attractive to consider
where they will appear next:

How to
Become
an Expert
Systems
Expert
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» Cancer chemotherapy. A team headed by Short-
life at the Stanford Medical School has developed an
expert system called Oncocin. Designed to assist
physicians who treat cancer patients, the system
guides the management of complex drug regimens
by monitoring the patient’s response to treatments
and prescribing the most effective chemotherapy se-
ries with the fewest toxic reactions.

» Object identification. Feigenbaum and H. Penny
Nii of Stanford did a classified project for the Federal
Governnient’s Advanced Research Projects Agency
{ARPA) involving the creation of an expert system,
dubbed SU/X, that will identify and track certain
moving objects based on the sketchiest of sensor in-
formation. The system, Feigenbaum and Nii say,
“forms and updates hypotheses about location, ve-
locity and other factors for an object in three-dimen-
sional space from primary signal data.”

» Air-traffic control. The control of airplane ma-
neuvers is so complex and variable that algorithmic

Air-traffic-controller expert system is capable of planning
the approaches of several landing airplanes.

computers are limited to providing information rath-
er than control. A project at the University of 1llinois
is aimed at creating an expert system model of air-
traffic-control decision-making. . .

» Chemical development. Companies such as Le-
derle need faster ways to determine and synthesize
chemical structures. Through expert systems they
can employ the ingenuity of the best chemical de-
signers without having to mix a single vial.

> Intelligent factories. Mark S. Fox at Carnegie-

Q.1 CHIEN, UNIVLHSHTY OF H.UINOIS

Mellon University is working with Westinghouse
Electric Corporation’s Robotics Technology Divi-
sion on the idea of an “intelligent factory” that uses
expert system techniques to ensure that all the ma-
chines are working at a high level of efficiency. The
overall system would monitor scheduling of ma-
chine tasks to minimize downtime and configure
the systems in such a way that work would flow
through the plant as quickly as possible. The system
will also monitor breakdowns and present the man-
ager with the best alternative methods of production
until repairs are made.

Expert systems will be applied, experts predict, to
an incredible array of human problems. But just as
algorithmic systems have their limits, so too will ex-
pert systems. Thomas T. Kehler of Texas Instru
ments puts the situation in perspective: :

#Caution needs to be taken that industry does not
expect too much out of Al Having said that, an in-
teresting transition takes place when you decide that
you are interested in applying computers to help
people to solve problems.”

Douglas B. Lenat at Stanford is also cautious about
Al and yet he is intrigued by its promise. "It should
be kept in mind that business people depend a lot on
personal impact, personal communication, nuances.
1don’t see that being replaced. Nevertheless, Al will
gradually be brought into the day-to-day running of
things. Communication will be improved by devel-
opments such as automatic programming, where it
will be possible to give short, stylized commands to
a system, and thereby have it make dramatic
changes to its program. Another aspect, which can
be seen as complementary to automatic program-
ming, is the modeling of individuals in programs.”

Lenat speculates: “Ilook forward to having a semi-
intelligent computer monitoring the house. It won't
be a case of having lots of robots in the house, it will
be more like the house as robot.

«Alan Newell of Carnegie-Mellon wrote a wonder-
ful story a few years ago about the Land of Fairy.
What he basically said was that the real excitement,
the real promise of Al, is that all those fairy tales
that we’ve heard about, talking lampposts and such,
are not just fairy tales. Soon they will all start com-
ing true.”
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